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Abstract

We use panel data on a cross section of countries to estimate an aggregate production function
including telephones main lines. Telephone networks appear to have a higher marginal
productivity than other types of capital. We employ panel data cointegration methods in our
estimation that take account of the non-stationary nature of the data, are robust to reverse
causation, and allow for different levels of productivity as well as different short run business
cycle and multiplier relationships across countries.



2

I. Introduction

A central question in the theory of economic growth is the contribution of the different factors of
production to aggregate output. Direct evidence of this contribution comes from the rewards
earned by the factors, which in a perfectly competitive economy will equal their marginal
products. The problem with this approach is that factor inputs may generate spillovers or
externalities which make their marginal social benefit and their effect on aggregate output exceed
(or fall short of) their marginal private benefit as measured by the rewards they earn. By looking
at their effect on aggregate output directly we can measure the size of these externalities.

This has important policy implications in terms of the appropriate level of investment in
different sectors, since the market will tend to provide capital in response to price signals, which
reflect private benefits and ignore externalities. If there are large externalities we may require
government intervention to achieve more efficient allocation of resources, though government
intervention itself has its own costs. The aim of this paper is to measure the aggregate output
effect of different types of infrastructure capital.

The fact that telecommunications services are often provided by the public sector means they are
often not priced at all, or they are rationed, and it is difficult even to estimate the private
productivity of telecommunications capital. Internal rates of return estimated for specific
infrastructure projects reported by the World Bank (1994) for road building, electricity supply,
telecommunications, water, and sanitation projects are roughly in line with the rates of return on
private capital. Specifically, rates of return for telecommunication projects are estimated to be
around 20 % a year which, while higher than most estimates of the safe rate of return, is not out
of line with the rate of return that might be expected from private sector capital. In addition, the
rates of return on public sector projects should be adjusted downwards if the government has to
raise funds through distortionary taxation. This suggests that there is no under provision of
infrastructure in general.

While these rates of return estimates are based on cost benefit analysis, and so should
theoretically take account of social benefits in addition to the private benefits, there are in
practice great difficulties in estimating all the externalities that may be present. For example,
telecommunications may link markets and increase the degree of competition. Two monopolists
in separate markets may lower their prices once the markets become linked, without any
movement of the good between markets actually taking place. Alternatively, communication
systems may increase the rate of diffusion of technology, as a pure externality, raising output
without necessarily raising the demand for telecommunications use.

Our approach to determining the productivity of telephone systems will be to estimate an
aggregate production function incorporating labor, physical capital, human capital (education),
and the number of telephones main lines. We use a panel of annual cross-country data for the
period 1960-1990. Our estimated coefficients are on the pooled data, except that we allow each
country to have a fixed effect representing a country-specific level of total factor productivity.
There are important precedents for our approach. Mankiw, Romer, and Weil (1992) estimate a
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cross-country production function for physical capital and human capital (the augmented Solow
model). Aschauer (1989), Holtz-Eakin (1994), Garcia-Mila, McGuire, and Porter (1996) and
others have estimated production function models including infrastructure capital across regions
of the United States. Gramlich (1994) provides a survey of efforts to measure the aggregate
effects of infrastructure.

Aggregate output depends on inputs and the productivity with which these inputs are used. A
problem in our estimation is that we lack independent data on total factor productivity across
countries. While Mankiw, Romer, and Weil (1992) assume a common worldwide technology, it
seems clear that there are unexplained differences in total factor productivity around the world
(Prescott (1998)). We model total factor productivity as a country-specific constant, added to
the common worldwide growth each year. The use of such fixed effects to capture differences in
total factor productivity fails to explain these differences, but does render our estimates of the
productivity of capital robust to such differences.

While it is easy to model the production function, the problem of reverse causality makes
estimation potentially very difficult. Capital inputs may determine output, but output may
introduce feedback into capital accumulation.

One method would be to estimate a panel growth regression and take the implied steady state to
be the production function. This, however, requires the estimation of a dynamic panel with fixed
effects, which raises econometric problems. While dynamic panel estimators, such as those used
by Islam (1995), are consistent as the number of time periods becomes large, they tend to have
poor small sample properties. In particular, the generalized method of moments estimators used
by Caselli, Esquivel, and Lefort (1996) has poor finite sample properties because of the
weakness of the instrumental variables. On the other hand, the system estimator proposed by
Arellano and Bover (1995), and used by Bond, Hoeffler, and Temple (1999) gives implausible
parameter estimates for the production function.

Our approach to the problem of estimation is to note that output per worker, and our capital
stocks per worker, are non-stationary. It follows that the production function may represent a
long-run cointegrating relationship. Certainly, there is a tendency for output and telephones main
lines to be highly correlated (see Canning (1998)), but this may be a spurious correlation due to
the fact that they are both trending upwards as time passes. The advantage of the cointegration
approach is that it takes variables that trend over time and asks whether the association is close
enough to imply a long run relationship, or if it is a chance correlation due to the fact that each
has a time trend.

Given the nature of our data, we can use the panel data cointegration methods of Kao and Chiang
(1997). These methods allow each country to have its own short run dynamic interactions and
feedbacks, and give consistent estimates of the parameters of the production function that are
robust to reverse causality. They also allow the construction of valid hypothesis tests on the
estimated parameters.
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Even with cointegration, there is a possibility that what we are estimating is the reverse causality
between income levels and inputs, rather than the production function. If a constant proportion
of output is invested, capital and output will move together even if capital has no productivity.
We identify the system by assuming that the production function holds for all countries, while
the relationship between investment and income varies across countries. This implies that in a
time series for an individual country there may be two long run relationships between inputs and
outputs, one being the production function and the other, the investment relationship. However,
when we pool across countries, only the production function relationship will hold uniformly,
with the different investment behavior of different countries leading to different steady state
outcomes across countries.

In this framework, simple ordinary least squares (OLS) regressions give consistent estimates of
the production function. We can improve efficiency by including in the model parameters
designed to capture business cycle multiplier and accelerator effects that may be present in the
data. While the same production function is assumed to hold worldwide, these short run effects
are allowed to vary across countries.

Using this approach, we find the elasticity of output with respect to physical capital is around
0.37, which is in line with previous macroeconomic estimates and with estimates based on the
returns capital earns. For human capital in the form of education we find an elasticity of around
0.1, which is substantially lower than that estimated by Mankiw, Romer, and Weil. However,
this figure is close to the elasticity found by Klenow and Rodriguez-Clare (1997), and Hall and
Jones (1998) when they calibrate an augmented Solow model with microeconomic evidence on
the returns to education from Psacharopoulos (1985, 1994).

Note that telecommunications capital is already included in our physical capital stock, because it
is measured as part of capital. The coefficient on telephones main lines can be interpreted as the
effect of increasing their number, holding total capital constant; that is, while reducing other
forms of capital by the same value. This makes the very large impact we find for telephones
surprising. We find the elasticity of output with respect to the telephone stock to be around
0.14, holding constant the overall stock of capital. That is, we find a large impact from increasing
the telephone stock and removing an equal amount of investment in other physical capital. This
result suggests that there is a large externality to telecommunications. This result persists when
we split the sample up into developed and less developed countries, though the effect does seem
to be stronger in developed than in developing countries.

Canning (1999) finds similar results for the total number of telephones as are found here for
telephones main lines. However, telephones main lines offer a much better measurement of the
capital stock and system capacity than the number of telephones do. In many developing
countries, several telephone sets are connected to the same main line which clearly reduces the
quality of the system that is offered.

The fact that telephones have higher productivity than other types of capital (as do
transportation routes in developed countries) raises the presumption that these types of capital
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are under supplied, and that transferring investment from other types of capital to
telecommunications infrastructure would raise output. This simple interpretation of our results
relies on the relative prices of each type of capital being the same across countries. In practice, to
determine if countries are above or below the optimal telecommunications infrastructure level, we
need to compare the marginal productivity estimates we obtain here with country-specific costs
of telecommunications infrastructure. This will be carried out in a future paper.

Canning and Pedroni (1999) find evidence of great heterogeneity across countries in terms of
where they stand relative to the optimal infrastructure level, including their stock of telephones.
This suggests that care should be taken in applying the results found here—which apply to
countries on average—to specific developing countries.

II. The Model

We assume that output is determined by a Cobb Douglas production function of the form.
 ititititititit ULXHKAY γβαγβα −−−= 1

(1)

where Y is total output A is total factor productivity, K is physical capital, H is human capital,
X is telecommunications capital, L is labor, and U is an error term. Throughout, we use i to index
countries and t to index time. We assume constant returns to scale, so that the sum of the
exponents is one. This seems reasonable since there is little evidence of a pure size effect on a
country’s output level. In addition, we assume that total factor productivity takes the
form tiit baA +=log , which we can regard as a country fixed effect, indexed by i, and worldwide

growth of productivity, indexed by t. Dividing through by L, and taking logs, we can derive
 itititittiit uxhkbay +++++= γβα (2)

where capital stocks and output are now in log per worker terms and uit = log Uit.

For output per worker we use purchasing power parity GDP per worker (chain index) from the
Penn World Tables 5.6 (see Summers and Heston (1991)). Physical capital is constructed using a
perpetual inventory method. Assuming a capital-output ratio of three in the base year (usually
1950) we update each year’s capital stock by adding investment (from Penn World Tables 5.6)
and subtracting 7% of the existing capital stock to account for depreciation. Our results are
remarkably robust to variations in the initial choice of capital-output ratio and the depreciation
rate. Human capital per worker is taken to be the average years of schooling of the workforce,
from Barro and Lee (1993). Since these human capital data are available only ever every five
years, we interpolate to give annual data.

We use as our measure of telecommunications infrastructure the number of telephones main lines.
These figures are the processed data from Canning (1998). While these physical measurements
are likely to be better than estimates based on investment figures (see Pritchett (1996)) they do
not reflect quality differences in telecommunications across countries and over time. These
differences may be important (Hulten (1997)).
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A problem with interpreting equations (1) and (2) comes from the fact that telephones main lines
appear twice, once on its own in the form of X but also as a part of aggregate capital, K. Let Z be
non-telecommunications capital, then we can write

k
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it
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K

+= (3)

where zp , xp , and kp  are the world average prices of Z, X, and K respectively. The aggregate

capital stock is the value of total capital (we sum of the volumes of each type of capital
multiplied by its price) divided by the price of capital. To construct these volume measures we
use world prices of investment goods; all prices are expressed relative to output, which is taken
to be the numeraire.

In principle, it is strange to have prices appear in a production function. However, when we use
an aggregate production function we assume that meaningful aggregates of the various inputs into
production can be constructed. In theory, this requires adding different types of capital together,
weighing each by its productivity; in practice, we weigh each type of capital by its price.

Using equation (3) it is easy to derive
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MPX and MPZ are the marginal products of X and Z respectively. The left-hand side of
equation (4) represents the increase in output obtained by diverting one unit of consumption to
telecommunications investment, at local prices ixp . The two terms on the right hand side of

equation (4) represent the productivity contribution of telecommunications through its effect on
aggregate capital and through its own additional effect. If zizxix pppp = , so that the relative

prices of the two types of capital in country i equal world relative prices, equation (4) simplifies
to
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In this case, the productivity effect of investing in telecommunications equals the productivity of
an equal amount of investment in other capital, added to a term that can be either positive or
negative depending on the sign of γ . It follows that, for countries whose relative prices are not

too divergent from world prices, investment in telecommunications is more productive than other
types of capital if γ  > 0, less productive than other types of capital if γ  < 0 and just as

productive as other types of capital if γ  = 0.

A difficulty with estimating the production function as set out above is the possibility of a
correlation between the error terms and the capital stocks, due to reverse causation. This makes it
unclear if we are estimating the contribution of capital to output, or the effect of output on
capital accumulation. Mankiw, Romer, and Weil (1992) replace the capital per worker terms with
investment rates, arguing that investment rates may be considered exogenous. While this is true in
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the simple Solow growth model, output shocks will affect the marginal product of each type of
capital, and in an optimizing model, such as the Ramsey model, this may induce effects on the
investment rate.

Our approach to this problem is to argue that output per worker, and our capital stock per
worker variables, are non-stationary but are I(1). I(1) means that they are non-stationary in
levels, but become stationary when first differenced. (In general, I(n) means that the series
become stationary after differencing n times.) One approach to such data is to work in first
differences only, ignoring the non-stationary level. While this avoids some deep statistical
problem, it ignores a great deal of information about the long run relationships between the
variables that may only be clear in levels.

If we model the production function correctly and it describes the relationship between technical
progress, capital per worker, and output per worker, we should have a cointegrating equation.
That is, the residuals from equation (2) should be stationary. This means that while each variable
may have a trend, when we put them together the residual has no trend, implying the series are
very closely linked. If this is the case we can estimate the relationship using a relatively
straightforward procedure.

If we omit a relevant type of capital, or do not correctly model the evolution of total factor
productivity, our estimated growth equation may have a missing non-stationary component, and
we will not have cointegration. In time series analysis, estimating a relationship between non-
stationary variables that are not cointegrated gives rise to the problem of spurious regression; the
error term in the regression is non-stationary, producing a high degree of “noise” in the
relationship, and inconsistent parameter estimates. However, in panel data analysis, Kao (1997)
shows that parameter estimates in a fixed effects model are consistent even if the relationship
being estimated is not a cointegrating relationship. In a panel, pooling in the cross section
dimension attenuates the noise in the time series dimension.

Even if the production function is a cointegrating relationship, there are substantial estimation
problems. Under cointegration, the OLS estimation of equation (2) gives consistent parameter
estimates, even though they are biased in samples taken over a finite time span. In addition, if we
were to ignore the non-stationarity, proceeding instead to estimate the relationship on the
assumption of stationarity—the usual case under OLS—the standard errors of the parameter
estimates obtained often will be much too small. This implies that simple OLS in levels may tend
to find statistically significant coefficient estimates when in fact there is no relationship. On the
other hand, simply taking first differences of all the variables, in order to eliminate non-
stationarity, results in an estimation that relates short run capital accumulation to short run
changes in output and may thus fail to capture the long run relationship in levels that is at the
heart of the production function.

The bias in OLS estimation in levels is introduced by short run feedbacks between the
disturbances in the production function and capital accumulation. Kao and Chiang (1997) show
that by estimating an equation of the type
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we can obtain consistent, unbiased estimates of the long-run parameters. The addition of the k
lags and s leads of the capital stock growth rates (indexed by s), in addition to the current growth
rate (i.e. s = 0), corrects for short run dynamic effects in both directions. Note that the
coefficients on the capital growth rates vary across countries; this allows each country to have its
own short run adjustment dynamics. In addition, Kao and Chiang show how to construct a long
run covariance matrix to produce asymptotically valid hypothesis tests on the parameter
estimates produced by this regression. This is the technique we will employ here.

Even if the production function is a cointegrating relationship, there remains the problem that the
technique is only valid if there are no further cointegrating relationships in the data. To some
extent this problem is taken care of in the estimation procedure. Cointegration of the capital stock
variables implies perfect multi-collinearity of our explanatory variables asymptotically. This will
show up in very large standard errors on our estimates because the data will be unable to
determine which variables are responsible for the explanatory power of the regression. This
underlines the importance of using hypothesis tests that are valid given the non-stationary nature
of the data.

One possible source for further cointegrating relationships in the data comes from the
relationship between income and investment. If the production function and investment behavior
of each country were identical, each country would have exactly the same outcome and we would
have insufficient variation between countries to identify any relationships. We require variations
in inputs to identify the production function relationship. One reason for cross country
differences in savings and investment behavior is the difference in distortions, such as taxes and
corruption, and the difference in the risk of expropriation. Chari, Kehoe, and McGratten (1996)
argue that these factors can explain the cross-country variation in capital accumulation and
output that we actually observe. The assumption maintained throughout this paper is that the
production function represents a cointegrating relationship between inputs and outputs that
holds worldwide, while if there are any long run feedbacks from income to capital stocks via
investment, these vary across countries.

III. Tests for Unit Roots

We begin by carrying out panel unit root tests on output per worker and each of our capital stock
variables. One approach would be to examine the time series of each country separately and test
if it is a unit root, but such tests have notoriously low power. An alternative approach is to
follow Im, Pesaran, and Shin (1995), who develop a panel unit root test for the joint null
hypothesis that every time series in the panel is non-stationary. This approach is to run a
standard ADF unit root test for each country and average the t-values of the test statistic found.
If the data from each country are statistically independent, then under the null we can regard the
average t value as the average of independent random draws from a distribution with known
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expected value and variance (that is, those for a non-stationary series). This provides a much
more powerful test of the unit root hypothesis than the usual single time series test. Note that,
by running each ADF regression separately before taking the average, we implicitly allow each
country to have its own short run dynamics.

For income per worker and electricity generating capacity per worker we use countries that have
a complete data set over the period 1950-1990. To keep the number of countries relatively large,
we took the period 1960-1990 in the case of telephones, human capital, and transportation routes
per worker. A similar period is used for physical capital per worker. Using data from 1960
onwards helps to avoid distortions caused by the imposition of a fixed capital-output ratio in
1950 when we use the perpetual inventory method.

Im, Pesaran, and Shin recommend the removal of any common time effects by first regressing the
variable on a set of time dummies and taking the residuals. This reduces the risk of correlation
across countries, and is carried out for each of our variables. In every case besides education,
which will be discussed below, the augmented Dickey Fuller (ADF) regression is run on the
residuals after common time effects have been removed. The regression uses a constant and time
trend, and 5 augmenting lags. Results are reported in table 1.

For example, in the case of log GDP per worker we have 57 countries that have a complete data
set over the period 1950-1990. Running 57 ADF regressions, after removing common time
effects, gives an average t value of -1.90. Under the null of non-stationarity, the t value in each
country has an expected value of -1.992 with a variance of 0.907 (as tabulated by Im, Pesaran,
and Shin). It follows that, under the null hypothesis of non-stationarity, the t value can be
regarded as a random draw from a distribution with mean -1.992 and variance 0.907, and we can
use this fact to construct a test of non-stationarity. The test statistic—calculated as the
difference between the average t value and this expected value, and divided by the square root of
the variance—has a N(0, 1) distribution under the null of non-stationarity, with large negative
values indicating stationarity. (Because only negative values indicate stationarity, we use a one-
tailed test.) It is clear that we cannot reject a unit root for log GDP per capita. Similarly, it is clear
we cannot reject a unit root for any of our variables in levels.

The one exception to this procedure is in the case of education, where we have data taken at five
year intervals rather than annually. In this case we construct simple Dickey-Fuller statistics for
each country, testing for a unit root against trend stationarity, taking the time period to be five
years not allowing for any auto-correlation. While auto-correlation should not be such a big
problem with such long periods, the individual unit root tests are now being carried out on only 7
observations, giving 6 data points per country. However, Pierce and Snell (1995) show that the
power of unit root tests depends on the time span of the sample rather than the number of
observations. In addition, Pedroni (1997) shows using a Monte Carlo study that the panel unit
root test has very high power even with very short panels if the cross section dimension is
reasonably large. These results imply that using a five year interval for observations may not
reduce the power of our unit root tests by much. Im, Pesaran, and Shin (1995) do not give critical
values for such short panels; critical values for this case are calculated using their methodology.
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In order to check the variables are I(1) we also test for stationarity in first differences. Results of
this test are reported in table 2. In these cases the alternative hypothesis is stationarity around a
constant since any time trend in levels will be removed by differencing. In every case we reject a
unit root in first differences in favor of stationarity as the 5% significance level. In what follows
we assume all our series are non-stationary but are integrated of order one.
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Table 1. Panel unit root tests for levels.

Common time dummies removed from all variables

Variable Period Number of
countries

Average
ADF

Test
Statistic

log GDP per
Worker

1950-1990 57 -1.90 0.73

log Capital
per Worker

1960-1990 104 -1.93 -0.35

Log
Education

per Worker

1960-1990 103 -2.48 -1.46

Log
Telephones
Main Lines
per Worker

1960-1990 67 -1.39 -0.28

Time trend included.
Test statistic is N(0, 1) under the null of non-stationarity.
Large negative values indicate stationarity.
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Table 2. Panel unit root tests for differences.

Common time dummies removed from all variables

Variable Period Number of
countries

Average
ADF

Test
Statistic

∆log GDP
per Worker

1951-1990 57 -2.11 -5.55

∆log Capital
per Worker

1961-1990 104 -1.63 -2.99

∆log
Education

per Worker

1961-1990 103 -2.96 -8.63

∆log
Telephones
per Worker

1961-1990 67 -1.63 -3.02

No time trend .
Test statistic is N(0, 1) under the null of non-stationarity.
Large negative values indicate stationarity.
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We could also test for cointegration between our series. However, given the results in Kao (1997)
our coefficient estimates will be consistent whether or not we have a cointegrating relationship.
The real issue is the usual one; our estimates will be reliable only if the model being estimated
represents the true relationship generating the data. An omitted variable will, as always, produce
a bias in our estimates. The key question is whether the error term is really independent “noise”
or if it is the product of mis-specification. This question remains crucial for our panel estimates,
whether or not the error term is non-stationary.

IV. Results

We begin our estimation of the production function by looking only at the effects of physical and
human capital. These results are shown in table 3. We select countries where we have a complete
data set on the relevant variables over the period 1960-1990. We begin in column (1) of table 3
with OLS regressions assuming a common worldwide level of total factor productivity that
changes over time. We find a very high effect of physical capital but little effect of human capital.
Adding fixed effects in column (2), which allows each country to have its own level of total factor
productivity, as in equation (2), substantially reduces the impact of physical capital and raises
the impact of human capital. While the coefficient estimates in columns (1) and (2) are consistent
under the assumption that the production function being estimated is the true relationship, the t
ratios calculated under ordinary least squares are not valid and are not reported. These estimated t
ratios are all very high, but spurious. For all our regressions, the R2  is very close to one and is not
reported.

In column (3) we provide estimates using the regression set out in equation (3). This employs
country-specific short run dynamics, as well as country fixed effects and world wide time
dummies. We add the current capital stock growth rates—both human and physical—plus one
lag and one lead. The t ratios are computed using the long run variance covariance matrix of
residuals and first differences of the explanatory variables (estimated using a Bartlett kernel with
a lag truncation parameter of equation (3) as described by Kao and Chiang (1997)) and are
asymptotically normal with distribution N(0, 1). These t ratios are consistent under the
assumption that the relationship is cointegrated; that is, that we have not omitted any long run,
non-stationary factors that drive economic growth. Note that our parameter estimates do not
change substantially from the simple OLS estimates in levels with fixed effects. This implies that
in practice the small sample bias in the OLS estimator may not be very great.

In column (4) of table 3 we report estimates based on short run dynamics incorporating the
current, together with two lags and two leads, of each capital stock growth rate. This allows for
richer short run feedback effects but has little impact on our parameter estimates or on the
estimated t ratios. For comparison purposes we have constrained all estimates in table 3 to cover
the same data set.
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Table 3. The production function with physical and human capital.

Dependent Variable: Log GDP per Worker 1960-1990

(1) (2) (3) (4)
Total Factor
Productivity

Year Dummies Year Dummies,
Fixed Effects

Year Dummies,
Fixed Effects

Year Dummies,
Fixed Effects

Short Run
Dynamics

2 lags, 1 lead 3 lags, 2 leads

Log Capital per
Worker

0.714 0.470 0.435
(15.8)

0.431
(14.6)

Log Human
Capital per

Worker

0.075 0.190 0.127
(4.62)

0.121
(4.09)

Countries 82 82 82 82
Observations 2132 2132 2132 2132

t ratios in parentheses are calculated based on the long run auto-covariance matrix and are
asymptotically N(0,1).
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The coefficients on capital and human capital in the models with fixed effects are very close to
parameters estimated by Klenow and Rodriguez-Clare (1997), and Hall and Jones (1998) when
they calibrate a growth model using microeconomic evidence on the private returns to capital and
human capital. If there were reverse causality in the data we would expect our coefficient
estimates to be biased upwards, as higher incomes lead to higher stocks of both physical and
human capital. The apparent lack of upward bias suggests that reverse causality may not in fact
be a problem in our estimates. Upward bias in our results could be present if the aggregate social
returns capital were lower than the private returns, that is, if the true coefficients on capital
incorporate negative externalities of capital in production. However, this seems unlikely.

We now turn to our estimates of the production function including telecommunications capital.
These are reported in table 4. Insisting that every country has complete coverage of all the
variables over the same period reduces cross section coverage alarmingly, due to gaps in the
telecommunications data. Instead we select countries with at least 20 years of complete data over
the period 1960-1990. We end up with an unbalanced panel containing 57 countries. We use 2
lags and one lead of our capital stock growth rates (capital, human capital, and telephones main
lines) to allow for short run effects. This is the longest lag structure possible given our data. Each
lag uses three degrees of freedom in each country (we must calculate one extra coefficient per
country for each of our three capital stock variables) so an extra lag and lead would almost
completely exhaust our degrees of freedom. However, the results in table 3 suggest that adding
extra lags and leads does not change the results very much.

In the first column of table 4 we report results for the full sample. We estimate the long run
variance covariance matrix (again using a Bartlett kernel with a lag truncation parameter of 3) to
produce consistent t ratios. It is important to do this; naive t ratios, calculated using the usual
techniques appropriate for stationary data, vastly overstate the significance of the results.

The coefficients on electricity generating capacity and transportation routes per worker are small
and statistically insignificant. These results do not imply that electricity generating capacity and
transport routes do not matter, only that they appear to have the average productivity level of
overall investment. Our investment figures cover all investment, including investment in
telecommunications. It follows that our telecommunications capital appears twice in the
production function, once by itself and once as a part of total physical capital as explained in
section 2. The correct interpretation of the coefficient on our telecommunications variables is
therefore that they represent the output effect of increasing telecommunications capital while
holding overall physical capital constant. That is, we measure the effect that an increase in
telecommunications, assuming an equal offsetting decrease in other forms of capital (measured in
terms of the cost of investment). Such an offset change will have no impact if the marginal
productivity of telecommunications capital is the same as that of other capital.

On the other hand, we find a large, statistically significant, impact of telephones on output. This
suggests that investment in telephones is more productive than investment on average, by a
substantial margin. This suggests that there may be large externalities to telephones.
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Table 4. The production function with telephones main lines.

Dependent Variable: Log GDP per Worker 1960-1990

Full Sample Developing
Countries

Developed
Countries

Total Factor
Productivity

Year Dummies,
Fixed Effects

Year Dummies,
Fixed Effects

Year Dummies,
Fixed Effects

Short Run Dynamics 2 lags, 1 lead 2 lags, 1 lead 2 lags, 1 lead

Log Capital per
Worker

0.371
(9.65)

0.378
(6.56)

0.329
(2.85)

Log Human Capital
per Worker

0.087
(2.26)

0.095
(1.18)

0.005
(0.04)

Log Telephones main
Lines per Worker

0.144
(3.74)

0.139
(3.18)

0.257
(3.13)

Countries 57 28 29
Observations 1348 685 663

t ratios in parentheses are calculated based on the long run auto-covariance matrix and are
asymptotically N(0,1).
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There may well be a great deal of heterogeneity in the sample. In this paper we investigate
possible heterogeneity by splitting the sample into two groups of countries based on their level
of income per worker in 1960. The results for the two groups are reported in column (2) and
column (3) of table 4. The estimates are quite similar across the two groups. Human capital is not
statistically significant in either group of countries, but this may be because the sample size is
smaller than for the pooled data. Telephones main lines per worker remain positive and
significant in both regressions. For the more developed countries there is also evidence of a
positive effect of the provision of transport routes on output, though only at the 10%
significance level.

V. Conclusion

The estimation of an aggregate production function using panel data should take account of the
non-stationary nature of the output per worker and capital per worker. Modeling the production
function as a long run relationship that holds worldwide, though with different levels of total
factor productivity across countries, we can derive estimates that are robust to reverse causality.
Our estimates suggest that the returns to physical capital as a whole and to human capital are
close to those found from microeconomic evidence based on the private returns to these factors
or cost benefit analysis. However, we find a large productivity effect of telephone networks over
and above the normal productivity of capital.
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